
Neural Networks  

The neural networks considered in [1] are a Multilayer Perceptron (MLP) and an Extreme Learning 
Machine (ELM).  

Both models were trained in Python. In the first case,  obtaining the trained model in a .onnx 
format was possible. This format can be easily imported into MATLAB  where the simulations 
including the MLPs in the Vertical Stabilization control loop of the ITER magnetic control system 
have been performed. Specifically, the MLP in .onnx can be imported and converted into a .mat 
file which then can be used in the Predict block in Simulink. 

In the case of ELM, the training consists of obtaining the value of parameters and matrices of the 
ELM equations (5a) and (5b) in [1]. They can be exported directly in a .mat file and then used to 
compute the ELM output at each time step. 
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